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ABSTRACT 
Statistical monitoring of dynamic networks is a major topic of interest in complex social systems. Many 
researches have been conducted on modeling and monitoring dynamic social networks. This article 
proposes a new methodology for modeling and monitoring dynamic social networks for detection of 
anomalies in network structures using latent variables. The key idea behind our proposed methodology 
is to determine the importance of latent variables in creating edges between nodes as well as observed 
covariates. First, latent space model (LSM) is used to model dynamic networks. Vector of parameters 
in LSM are monitored through multivariate control charts in order to detect changes in different 
network sizes. Experiments on simulated social network monitoring demonstrate that our surveillance 
monitoring strategy can effectively detect abrupt changes between actors in dynamic networks using 
latent variables. 
 
KEYWORDS: Latent space models; Dynamic networks; Anomaly detection; Average run length (ARL); 
Network surveillance. 
 

1. Introduction1 
Dynamic network is a type of structure that 
indicate communications among individuals 
involving relationships over time. These 
relationships are represented by edges between 
nodes. The edges between nodes change over 
time in dynamic networks. Therefore, the aim of 
dynamic social network monitoring is to identify 
abrupt changes in the behaviors among 
individuals in the network 1. Monitoring of 
dynamic networks is known as network 
surveillance2. Anomalies in network structures 
sometimes occur because of latent and 
unobserved characteristics. Kim et al.3reviewed 
different types of latent variable models. The first 
idea of latent space models was introduced by 
Hoff et al.4 that each node has positioned in a 
latent space. They developed a class of models 
where the probability of a relation between nodes 
depends on the positions of individuals in an 
unobserved space. The multiplicative form in 
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latent space models has been studied under the 
name of “latent factor models”3.  Latent factor 
models have some advantages when both 
homophily and stochastic equivalence are present 
in the network5. Hence, we used latent factor 
models introduced by Hoff 5 Because of their 
advantage. The idea of these models is based on 
the eigenvalue decomposition of latent variables. 
These papers 6,7,8,9 extended Eigen model as 
Hierarchical Multi linear Models. Park and Sohn 
10 developed a hidden Markov multi linear tensor 
model (HMTM) that combines the multi linear 
tensor regression model with a hidden Markov 
model using Bayesian inference. We discuss 
details about Eigen model in next section. This 
article focuses on combining dynamic network 
modeling with statistical process control (SPC) 
techniques for detection of changes in network 
structures caused by latent variables. The main 
goal of this paper is to propose a new procedure 
to model and to detect changes for dynamic 
networks, and finally compares the performance 
of model using different network sizes. The 
overview of our proposed procedure for network 
modeling and monitoring is given in Fig. 1. We 
review some papers related to our work that used 
statistical process monitoring including 
multivariate control charts for their monitoring 
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schemes. Mazrae Farahani and Baradaran 
Kazemzadeh 11 proposed a statistical process 
control method to monitor social networks in 
Phase I. They used Hotelling’s 푇  and likelihood 
ratio test (LRT) statistics to monitor attributes of 
network nodes. The probability of the number of 
communications were modeled through a Poisson 
regression model in Mazrae Farahani et al. 12. 
Also, a Multivariate exponentially weighted 
moving average (MEWMA) and a multivariate 
cumulative sum (MCUSUM) control charts are 
used to identify significant changes over time. 
Heard et al. 13 used a two-stage Bayesian 
approach to detect anomalies in communications 
between individuals. Hazrati-Marangaloo and 
Noorossana14 used a random graph model and 
two moving window‐based monitoring schemes, 
including multipath‐dependent LRT and 
Multivariate exponentially weighted moving 
average (MEWMA),  to detect changes in 
dynamic networks. Sparks and Wilson 15 
investigated detection of abrupt changes among a 
small team of actors in dynamic networks. They 
monitored teams based on the exponentially 
weighted moving average (EWMA) control chart. 
Kodali et al.16 used dynamic latent space model 
(DLSM) and dynamic degree-corrected stochastic 

block model (DDCSBM) to generate dynamic 
networks. They applied summary statistics and 
scan method in order to detect different 
anomalies. Zhao et al.17 used Priebe’s scan 
method to monitor and analyze simulated 
DCSBM social network model. Yu et al.18 
proposed a multivariate network surveillance 
based on T  control chart to monitor node 
propensity in dynamic DCSBM. Wilson et al.19 
illustrated the utility of the dynamic degree 
corrected stochastic block model (DCSBM) in 
simulating dynamic networks. Their proposed 
monitoring strategy is based on Shewhart and 
EWMA control charts.  
The remainder of this paper is organized as 
follows. In the next section we briefly discuss 
latent space model (LSM) and its parameter 
estimation method using a Markov chain Monte 
Carlo algorithm. Then, we will describe the 
monitoring procedure for temporal change 
detection. Next, we will describe performance 
evaluation of proposed method using simulation 
study. In section 5, a numerical example will 
indicates the application of LSM to model real 
Dataset. Finally, we end with a discussion of 
open areas for future research in last section.

 

 
Fig. 1. Procedure of network modeling and monitoring 

 
2. Dynamic Latent Space Model and 

Parameter Estimation 
In this section, we discuss the details about latent 
Eigen model5 as a latent variable model for 
modeling relational networks. Eigen model 
generalizes latent class models which the 

relationships between nodes represents by 
eigenvalue decomposition in latent term. Let 
푦 , : 1 ≤ 푖 ≤ 푗 ≤ 푛  denote the edge between 

nodes i and j, and  푌  is defined as 푛 × 푛  
symmetric adjacency matrix. Let  푋 =
푥 , , 1 ≤ 푖 ≤ 푗 ≤ 푛  indicates covariates between 
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nodes. The model for binary network data thus becomes
 

, ,,
T

i j i ji j z  B x  (1) 

   , , ,
1

,Pr 1| logit i ji j i j i jy     
 

(2) 

  , ,1
, ,, .Pr | (1 )i j i jy

j
y

t i j i j
i j

iY    



 
 

(3) 

 
In above formulation, each node i has a vector of unobserved characteristics 

   ,1 , ,1 ,, , , , ,i i i R j i i Rvu u v   u v
represent latent node positions in the 푦 , ’푠 , and β represents 

coefficient of the 푦 , ’푠 with the x , ’s.	 1, R,t )diag( ,...,t   is the eigenvalue matrix. For more detailed 
information about the Eigenmodel,  readers can refer to the works of 6,7,8,9. The elements of matrix z can be 

represented as , , , , , ,i j t i t j t i j tz  vu . And, it is assumed that the error term has a standard normal 
distribution.  
For parameter estimation, we used Hoff 5,20 Bayesian scheme. In this regard, a Markov chain Monte Carlo 
(MCMC) algorithm is used to estimate the parameters. Therefore, Given a prior distribution on the model 
parameters, their posterior distribution are obtained via Bayes rule, 
 

     Pr , , , Λ, | Pr | , , , Λ , Pr , , , Λ ,  t t t t tY Y    B U V B U V B U V
         (4) 

 
These quantities can be approximated via Markov chain Monte Carlo sampling. In this regard, by setting 

starting values  0 , , , Λ ,t t t t t   B U V a sequence of quantities 1 2 3, , ,...   are iteratively generated as 
followings: 
 

1. Sample tB  from its full conditional distribution, 
2. For 1r   to R 

(i) Sample ,i ru , 1,...,i n , from its full conditional distribution, 

(ii) Sample ,j rv , 1,...,j n , from its full conditional distribution, 

(iii) Sample r  from its full conditional distribution, 

3. Sample 
*

,
*
, ,

T
ii iij j jj  uB x v , where 

*
,i j  follows normal distribution, 

4. ,i j  is replaced by 
*
,i j   with probability 

    *
, , , ,Pr | Pr | ,1min i j i j i j i jy y 

. 
 
One run of the above procedure generates a new 
set of parameters. The posterior mean of 
parameters can be approximated by the empirical 
mean of the MCMC samples. 
 

3. Monitoring Strategy of Dynamic 
Networks 

This section contains the details of the proposed 
monitoring plan. Our proposed method provides 
a means for estimating observed and latent 
parameters of dynamic networks. This section 
proposes a monitoring procedure for detecting 
sudden changes in dynamic networks caused by 
shifts in model parameters. In this section, 

suppose that we observe k sequence of networks 
푌 generated under latent space model. Our 
proposed modeling approach estimates the 
parameters of dynamic network for sequence of 
K samples introduced in section 2. Indeed, the 
estimated parameters are used to predict the 
adjacency matrix for dynamic network. In phase 

I, the vector of parameters 
 1 2, , , ,L u v  

is fixed and estimated from an in-control 
sequence of networks. For each new snapshot, 
the vector of network parameters is predicted 
then the updated vector is used to predict 
adjacency matrix for sample k. Now we illustrate 
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the detailed application of the proposed method. 
Tracy et al. 21 proposed Multivariate 푇  control 
chart based on Hotelling's T2 statistic.  

2 1( ) ( ) ( )i i iT L L L      (5) 
 
And the upper limit is defined to achieve a 
desired type I error ( 훼 ). For phase II, new 

snapshots of networks are collected and their 
2T  

statistics are compared to UCL. Thus,  푇 (퐿) >
푈퐶퐿 indicates a change in the network. Then, we 
use average run length (ARL) to evaluate the 
performance of proposed model for anomaly 
detection.  
 

4. Performance Evaluation Using 
Simulation 

In this section, we evaluate the performance of 
our proposed method to compare the ability of 
different network sizes of LSM to detect 
abnormal changes by using simulation. First, we 
simulated 100 network samples for phase I 
baseline. In this setting, we consider 푥 ,  as the 
variable between node i and j in each snapshot 
for LSM. Also 훽  is the covariate coefficient of  
푥 , . Initial values and Distributions of variables 
and parameters are shown in table 1.  L is the 
vector of the model parameters for each sample.  
Where 훽  is the intercept of 푥 ,  , 푢 , 푣  and 
휆 , 휆  are eigenvectors and eigenvalues of 
latent characteristics. To generate networks, we 
first generate a sequence of state values. Then, 

we calculate ,i j is calculated through the 
corresponding link functions. And, based on the 

probability in relation (2) we calculate ,i jy .The 
generated networks are considered to be an input 
to the proposed methodology for estimating 
vector of parameters. Then, we calculated T  
statistic for each network. Our objective is to 
detect abrupt changes in networks attributes 
caused by changes in latent variables. We 
repeated the whole procedure for 100 networks, 

and we calculated the sample mean, L ,and 
smaple covariance matrix. Fig. 2. shows 푇  
control charts and control limits for phase I. For 
phase II, we increased the mean of normal 
distribution for u	  , and generated random 
network based on shifted parameter. we used 
average run length (ARL) for performance 
evaluation of networks. 퐴푅퐿 = 100  , and we 
repeated the procedure 1000 times for phase II in 
order to calculate 퐴푅퐿 	 for each shift. The in-
control limits are shown in table 1. So, if T  
statistic for each sample is greater than in-control 
UCL, we can say the change has occurred.  
Table 2. and Fig. 3. indicate Average run length 
for shifts in mean of u.  To compare the 
performance of proposed procedure in Fig 2. 
ARL was computed for different shifts in mean 
of u for different sizes. As can be seen from the 
Fig. 2., our proposed method  can detect smaller 
changes in n=20 better than other ones. The 
networks with n=50 and 100 can detect small and 
bigger changes in mean U better. n=10 is not able 
to detect any changes well. However, latent space 
model with n=100 could distinguish large shifts 
better than others. So, we conclude that it is 
better to simulate large networks for modeling 
and monitoring networks. 

 
Tab. 1. Value of parameters that achieve 푨푹푳ퟎ = ퟏퟎퟎ 

n Α UCL R x u v 휆 훽  
10 
20 
50 
100 

0.01 
0.01 
0.01 
0.01 

41.29453 
19.93903 
12.6543 
24.22434 

2 
2 
2 
2 

N(0,1) 
N(0,1) 
N(0,1) 
N(0,1) 

N(0,1) 
N(0,1) 
N(0,1) 
N(0,1) 

N(0,1) 
N(0,1) 
N(0,1) 
N(0,1) 

N(0,1) 
N(0,1) 
N(0,1) 
N(0,1) 

0.05 
0.05 
0.05 
0.05 
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Fig. 2. Phase I control charts for n=10, 20, 50, 100 

 
Tab. 2. ARL comparison  

Mean of u N=10 N=20 N=50 N=100  
0.05 6.756757 1.142857 1.373626 1.468429  
0.1 6.25 1.135074 1.37741 1.445087  
0.2 5.847953 1.137656 1.3947 1.28866  
0.5 6.289308 1.112347 1.426534 1.068376  
1 6.060606 1.103753 1.371742 1.324503  
1.5 4.545455 1.068376 1.371742 1  
2 
2.5 

4.854369 
4.081633 
 

1.077586 
1.005025 
 

1.193317 
1.162791 
 

1 
1 

 

 

 
Fig. 3. ARL performance 

 
5. Numerical Example 

In this section, we illustrate the application of our 
proposed method on real world dataset for 
modeling latent space dynamic network. We used 
an online shopping dataset from 
https://www.digikala.com/opendata/. The dataset 
consists of 151634 customers, 95232 types of 
different products and 906 cities from 2014-2018 
years. Fig 4. Indicates a typical monthly network 

for the first month of 2015. And, the amount of 
parameters estimation are shown in table. In this 
regard, an edge is placed between nodes i and j if 
at least node i and j bought same product during 
one month. And the variable X defined the same 
city between two nodes. As a result, the proposed 
method can be used to model and monitor real 
social network models in future research.
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Fig. 4. sample network of one month for 2015 

 
Tab. 3. Estimated parameters for one month in 2015 

  u  v  1  2  
-0.167971037 -0.001796568 -0.003857942 0.679404339 0.540606557 
 

6. Conclusion 
In this paper, a new methodology for modeling 
and monitoring of dynamic social networks is 
proposed. First, we modeled dynamic networks 
using a LSM. Then, we estimated model 
parameters by Bayesian method. Next, vector of 
parameters monitored using multivariate control 
charts for detection of sudden changes in the 
network. In the simulation study, we generated 
different sizes of dynamic networks representing 
interactions among nodes in binary networks. 
The results indicated that large network sizes 
detect abrupt changes better than small networks. 
As can be seen, the networks with n=50 and 100 
can detect small and bigger changes in mean of U 
better. However, n=10 cannot detect any changes 
as well as other ones. As a result, it would be 
better to use large networks in simulating latent 
networks. In future work, it would be useful to 
discuss and compare the use of latent space 
models over other models including generalized 
linear model (GLM)and degree corrected 
stochastic block model (DCSBM) for both binary 
and weighted networks. 
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